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#### Abstract

The problem of indirect single-position coordinate determination based on the smoothed measurements of bearing and the radial velocity of an object is solved considering motion invariants and singular measurement errors. Such errors are represented as an appropriate linear combination with unknown spectral coefficients in a given finite-dimensional functional space. Possible application of the developed method to different models of motion and observation is considered. Analytical relations are derived for estimating accuracy characteristics and methodological errors. A comparative evaluation of computational cost is presented.
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## 1. INTRODUCTION

Nowadays, the issues of single-position (active and passive) coordinate determination are still topical in a wide range of location and navigation problems. As a rule, these methods are implemented based on direct and indirect measurements of bearing, phase differences, Doppler frequencies, relative signal powers, and their derivatives. Also, additional information from various illumination sources, reflectors (of natural and artificial origin), external control systems, as well as a priori data on the structure and some parameters of the emitted signal, object speed, the initial or final point of its route, the presence of barrage and maneuvering areas, etc. are used. (For example, we refer to the publications [1-33].)

The solution of single-position coordinate determination problems under various types of interference fits well into the optimal Kalman estimation scheme in a stochastic formulation (as a rule, with state space expansion) with direct and pseudo measurements [9, 10, 17-26, 30, 36]. In practice, however, rather simple suboptimal indirect coordinate determination methods with smoothed measurements are often used for a wide class of problems (e.g., those related to express and postprocessing of trajectory and telemetry data in range command and measurement complexes, realtime tracking of maneuvering objects, etc. $[2,7,8,11]$ ). These methods are based on simple deterministic motion models (linear, piecewise linear, polynomial, piecewise polynomial, differential, piecewise differential, group, piecewise group, and many others), known analytical relationships between the estimated and measured parameters, and simple procedures for smoothing observations based on the least squares method (LSM) and its various modifications. Being inferior to optimal (linear and nonlinear) filtering methods in terms of potential accuracy, they are easy to implement
in practice in real time under high-quality smoothed measurements. Furthermore, their numerical implementation causes no problems related to transients, convergence, and strict requirements for the volume and quality of initial a priori information (which is often characteristic of optimal methods, e.g., when considering the effects of "smearing accuracy" or "rigidity" [9, 32]). For instance, the complexes mentioned above traditionally involve multistage information processing; indirect methods are applied therein at the stage of express processing whereas optimal methods are usually implemented at the stage of post-processing.

Some indirect single-position coordinate determination methods do not use bearing but operate with periodic pulse radio signals and are oriented to measuring the continuous frequency bias of the received signal at the observation point due to the movement of either the radiation source or the observer $[3,7]$. The fundamental disadvantage of these methods is the necessity to consider a priori information about the speed of the object (or that of the source, or that of the observer), which is often unacceptable in practice. In addition, the coordinate determination problem is limited to finding the range and heading angle within the uniform rectilinear motion model; hence, it is impossible to estimate all object location parameters for an arbitrary time instant. An attempt to eliminate the speed-related limitation was undertaken in [27]; but in this case, it is required to track the evolution of the Doppler frequency considering the continuous accumulation (counting) of pulses of the received signal at the observation point. Obviously, the matter concerns only highspeed objects and severe constraints on observation conditions, and the uniform rectilinear motion model is also used. The general drawback of the indirect methods discussed in [3, 7, 27] is the technical complexity of their practical implementation.

There are goniometric Doppler methods for the single-position determination of motion parameters (e.g., see $[3,4,7,9,29]$ ) with direct (radial velocity and bearing) and indirect (the derivatives of different orders) measurements without the a priori information mentioned above. These methods are focused on the simplest motion models (e.g., orbital) and neglect the possibility of constructing several independent coordinate determination channels and the appearance of singular primary measurement errors that devalue the information contained in indirect measurements (the derivatives of radial velocity and bearing).

Note the method [29], which operates with derivatives up to the second order inclusive and forms adaptive coordinate determination algorithms based on several parallel algorithms corresponding to the invariants of object motion. However, according to the analysis, the explicit-form relations and the corresponding algorithms obtained in [29] are dependent and redundant; they are also focused on the uniform rectilinear motion model only.

This paper develops an indirect single-position coordinate determination method invariant with respect to singular errors of a given class. (Such errors are represented as an appropriate linear combination with unknown spectral coefficients in a given finite-dimensional functional space.) Based on a complete set of invariants (for a wide class of motion models), the method forms a family of independent quasi-optimal solutions and the resulting estimate of object motion parameters using these solutions. The comparative computational gain is demonstrated.

According to $[8,11,33,37]$, invariants can effectively serve to solve a whole class of applied target problems of single- and multi-position location and navigation based on indirect methods. Here, we show the possibility of decentralization, parallelization, and reduction of computational cost in processing measurements in various-type systems based on invariants of continuous groups of Lie transformations (CGLT) and first integrals used to describe the motion of various objects.

## 2. PROBLEM STATEMENT

Consider an object whose motion in a separate observation area is described in the Cartesian rectangular frame by some operator equation (e.g., in the vector-algebraic or vector-differential
form)

$$
\begin{equation*}
\mathbf{G}(t, \boldsymbol{\rho}, \boldsymbol{\eta})=0 \quad \forall t \in[0, T] \tag{2.1}
\end{equation*}
$$

where $\boldsymbol{\rho}=[x, y, z]^{\mathrm{T}}(x=x(t), y=y(t), z=z(t))$ denotes the object's coordinate vector and $\boldsymbol{\eta}$ is the vector of unknown real-valued parameters.

Assume that the coordinates $x, y, z$ are smooth and differential functions (a required number of times) and the vector $\boldsymbol{\rho}$ is assigned the vector of spherical coordinates $\boldsymbol{\varsigma}=[r, \lambda, \varphi]^{\mathrm{T}}$, where $r, \lambda$, and $\varphi$ are inclined range, longitude, and latitude, respectively. Let $\mathbf{X}=\left[r^{(1)}, \lambda, \varphi\right]^{\mathrm{T}}$ be the vector of direct measurements, where $\left.r^{(1)}=d r / d t\right)$, and let $\mathbf{Y}$ be the vector of indirect measurements, whose coordinates are the derivatives of $r^{(1)}, \lambda, \varphi$ of different orders, necessary to implement a version of the method developed below. We choose a grid (sliding window, further termed the window for simplicity) $\left\{t_{n+i}, i=\overline{-m, m}\right\}$, where $n \geq m, m \in\{1,2, \ldots\}, t_{n+i} \in[0, T]$, and $2 m+1$ is the window size. Introducing the notation $\mu \in\left\{r^{(1)}, \lambda, \varphi\right\}$, we adopt the additive observation equation

$$
\begin{equation*}
\mathbf{H}_{\mu}=\boldsymbol{\mu}+\mathbf{s}_{\mu}+\boldsymbol{\xi}_{\mu} \tag{2.2}
\end{equation*}
$$

where

$$
\begin{gathered}
\boldsymbol{\mu}=\left[\mu_{n+i}, i=\overline{-m, m}\right]^{\mathrm{T}}, \quad \mathbf{s}_{\mu}=\left[s_{\mu, n+i}, i=\overline{-m, m}\right]^{\mathrm{T}} \\
\boldsymbol{\xi}_{\mu}=\left[\xi_{\mu, n+i}, i=\overline{-m, m}\right]^{\mathrm{T}}, \quad \mu_{n+i}=\mu\left(t_{n+i}\right) \\
s_{\mu, n+i}=s_{\mu}\left(t_{n+i}\right), \quad \xi_{\mu, n+i}=\xi_{\mu}\left(t_{n+i}\right) .
\end{gathered}
$$

In $(2.2), s_{\mu}(t)$ means the singular error

$$
\begin{equation*}
s_{\mu}(t)=\mathbf{D}_{\mu}^{\mathrm{T}} \boldsymbol{\Theta}_{\mu}(t) \tag{2.3}
\end{equation*}
$$

where
$\mathbf{D}_{\mu}=\left[d_{\mu k}, k=\overline{0, K}\right]^{\mathrm{T}}$ is the vector of unknown spectral coefficients and
$\Theta_{\mu}(t)=\left[\theta_{\mu k}(t), k=\overline{0, K}\right]^{\mathrm{T}}$ is the vector of given basis functions.
The function $\mu=\mu(t)$ has the spectral representation

$$
\begin{equation*}
\mu(t)=\mathbf{A}_{\mu}^{\mathrm{T}} \boldsymbol{\Psi}_{\mu}(t) \tag{2.4}
\end{equation*}
$$

where
$\mathbf{A}_{\mu}=\left[a_{\mu b}, b=\overline{0, B}\right]^{\mathrm{T}}$ is the vector of unknown coefficients and
$\boldsymbol{\Psi}_{\mu}(t)=\left[\psi_{\mu b}(t), b=\overline{0, B}\right]^{\mathrm{T}}$ is the vector of given basis functions.
The vector $\xi_{\mu}$ consists of random errors with zero and the correlation matrix $\mathbf{K}_{\mu}=$ $\left[k_{\mu, n+i, n+j}, i, j=\overline{-m, m}\right.$.

Models (2.1)-(2.4) are widely used in various localization and navigation problems. Complex trajectories (e.g., those of maneuvering objects) can be described by applying a separate model (2.1) for each observation area. In particular, a very promising approach is to describe such trajectories via the simplest groups of Lie transformations (e.g., shift, rotation, and stretching [8, 11, 31, 33-37]).

Based on the set of invariants of equation (2.1) (in particular, the first integrals of motion or the invariants of CGLT), it is required to develop an indirect coordinate determination method considering (2.2)-(2.4) and the accepted constraints with the following features: the method involves no state space expansion; the method is robust to the singular error; the method allows estimating the object's motion parameters from the extended vector of direct and indirect measurements $\mathbf{Z}=\left[\mathbf{X}^{\mathrm{T}}, \mathbf{Y}^{\mathrm{T}}\right]^{\mathrm{T}}$, whose coordinates are estimated with minimum posterior variances.

## 3. THE PRINCIPLE OF DETERMINING MOTION PARAMETERS BASED ON INVARIANTS

Let us associate with equation (2.1) a scalar invariant $I=I\left(t, \boldsymbol{\rho}, \boldsymbol{\gamma}_{I}\right)$, where the vector $\boldsymbol{\gamma}_{I}$ consists of some derivatives of the coordinates of the vector $\boldsymbol{\rho}$. On the solutions $\boldsymbol{\rho}(t)$ and $\boldsymbol{\gamma}_{I}(t)$ of equation (2.1), this invariant satisfies the condition

$$
\begin{equation*}
I\left(t, \boldsymbol{\rho}(t), \boldsymbol{\gamma}_{I}(t)\right)=C=\mathrm{const} \quad \forall t \in[0, T] \tag{3.1}
\end{equation*}
$$

Passing to spherical coordinates in (3.1) gives

$$
\begin{equation*}
Q\left(t, \varsigma(t), \boldsymbol{\gamma}_{Q}(t)\right)=C=\mathrm{const} \quad \forall t \in[0, T] \tag{3.2}
\end{equation*}
$$

where the vector $\gamma_{Q}$ consists of some derivatives of the coordinates of the vector $\varsigma$.
The way to find the invariants is entirely determined by the kind of equation (2.1).
We calculate the total derivative of the left- and right-hand sides of equation (3.2):

$$
\begin{equation*}
\frac{\partial Q}{\partial t}+\frac{\partial Q}{\partial \boldsymbol{\varsigma}}\left(\frac{d \boldsymbol{\varsigma}}{d t}\right)^{\mathrm{T}}+\frac{\partial Q}{\partial \boldsymbol{\gamma}_{Q}}\left(\frac{d \boldsymbol{\gamma}_{Q}}{d t}\right)^{\mathrm{T}}=0 \quad \forall t \in[0, T] \tag{3.3}
\end{equation*}
$$

Expanding all derivatives in (3.3) yields the equation

$$
\begin{equation*}
W\left(t, \varsigma, \gamma_{W}\right)=0 \quad \forall t \in[0, T] \tag{3.4}
\end{equation*}
$$

where the vector $\gamma_{W}$ consists of all possible derivatives of $r, \lambda, \varphi$.
Solving this equation for $r$, we determine the inclined range (distance to the object):

$$
\begin{equation*}
r=W^{-1}(t, \mathbf{Z}) \tag{3.5}
\end{equation*}
$$

Associating with equation (2.1) the set of independent invariants $I_{l}=I_{l}\left(t, \boldsymbol{\rho}, \boldsymbol{\gamma}_{I}\right), l=\overline{1, L}$, by analogy with (3.1)-(3.5), we obtain the set of formulas

$$
\begin{equation*}
r[l]=W_{[l]}^{-1}\left(t, \mathbf{Z}_{[l]}\right), \quad l=\overline{1, L} \tag{3.6}
\end{equation*}
$$

This set can be used in an adaptive version of the inclined range estimation procedure in order to improve the accuracy of estimation considering measurement errors. For example, if for a fixed time instant $t$, the vector $\mathbf{Z}_{[l]}$ is estimated with an error characterized by zero mean the correlation $\operatorname{matrix} \mathbf{K}_{\mathbf{Z}}$, then the variance of the inclined range estimate is given by

$$
\begin{equation*}
\sigma_{r[l]}^{2}=\mathbf{H}_{[l]}^{\mathrm{T}} \mathbf{K}_{\mathbf{Z}[l]} \mathbf{H}_{[l]}, \quad l=\overline{1, L} \tag{3.7}
\end{equation*}
$$

where the column vector $\mathbf{H}_{[l]}$ consists of the partial derivatives of (3.6) with respect to the elements of the vector $\mathbf{Z}_{[l]}$ calculated on their mathematical expectations.

As an optimal version of the inclined range estimation procedure we select the one for which

$$
\begin{equation*}
l^{*}=\arg \min _{l} \sigma_{r[l]}^{2}, \quad l^{*} \in\{1,2, \ldots, L\} \tag{3.8}
\end{equation*}
$$

The Cartesian coordinates of the object can be determined using the dependencies

$$
\begin{equation*}
x\left[l^{*}\right]=r\left[l^{*}\right] \cos \varphi \cos \lambda, \quad y\left[l^{*}\right]=r\left[l^{*}\right] \cos \varphi \sin \lambda, \quad z\left[l^{*}\right]=r\left[l^{*}\right] \sin \varphi, \tag{3.9}
\end{equation*}
$$

where the angular coordinates $\lambda$ and $\varphi$ are replaced by either direct measurements or their smoothed values.

Generally, we can use the set of probable models $\mathbf{G}_{k}(t, \boldsymbol{\rho}, \boldsymbol{\eta})=0, k=\overline{0, K}$, for a given observation area instead of (2.1). In this case, the algorithm (3.7)-(3.9) takes the form

$$
\left\{\begin{array}{l}
\sigma_{r[k, l]}^{2}=\mathbf{H}_{[k, l]}^{\mathrm{T}} \mathbf{K}_{\mathbf{Z}[k, l]} \mathbf{H}_{[k, l]}, \quad k=\overline{1, K}, \quad l=\overline{1, L_{k}},  \tag{3.10}\\
{\left[k^{*}, l^{*}\right]=\arg \min \sigma_{[k, l]}^{2}, k_{r k, l]}, k^{*} \in\{1,2, \ldots, K\}, l^{*} \in\left\{1,2, \ldots, L_{k}\right\},} \\
x\left[k^{*}, l^{*}\right]=r\left[k^{*}, l^{*}\right] \cos \varphi \cos \lambda, \\
y\left[k^{*}, l^{*}\right]=r\left[k^{*}, l^{*}\right] \cos \varphi \sin \lambda, \\
z\left[k^{*}, l^{*}\right]=r\left[k^{*}, l^{*}\right] \sin \varphi .
\end{array}\right.
$$

The algorithm (3.10) parallelizes the computational process considering the number of invariants used and adapts the estimation procedure of the object motion parameters to the observation conditions.

## 4. DESIGN AND USE OF INVARIANTS: SOME EXAMPLES

Consider a separate observation area in which the following general CGLT [32-34] corresponds to equation (2.1):

$$
\begin{equation*}
T_{a}: \quad \rho^{\prime}=\mathbf{f}\left(a, \boldsymbol{\rho}_{0}, \boldsymbol{\eta}_{0}\right) \quad \forall a \in \Delta_{a} \subset R^{1}, \tag{4.1}
\end{equation*}
$$

where $\boldsymbol{\rho}^{\prime}=\left[x^{\prime}, y^{\prime}, z^{\prime}\right]^{\mathrm{T}}, \mathbf{f}\left(a, \boldsymbol{\rho}_{0}, \boldsymbol{\eta}_{0}\right)=\left[f_{x}, f_{y}, f_{z}\right]^{\mathrm{T}}, \boldsymbol{\eta}_{0}$ is the vector of numerical parameters of the group and $a$ is a real-valued group parameter such that $\mathbf{f}\left(a_{0}, \boldsymbol{\rho}, \boldsymbol{\eta}_{0}\right)=\boldsymbol{\rho}$ for $a=a_{0}, a_{0} \in \Delta_{a}$.

Model (4.1) describes the object's trajectory; when treating the group parameter as a timevarying function $a=a\left(t, \chi_{0}\right)$, where $\chi_{0}$ is the vector of generally unknown numerical parameters, we can describe the time law of motion along this trajectory. With the change of coordinates $\boldsymbol{\rho}^{\prime}=\boldsymbol{\rho}, \boldsymbol{\rho}=\boldsymbol{\rho}_{0}$, due to (2.1), it follows that $\boldsymbol{\rho}-\mathbf{f}\left(a, \boldsymbol{\rho}_{0}, \boldsymbol{\eta}_{0}\right)=\mathbf{G}(t, \boldsymbol{\rho}, \boldsymbol{\eta}), \boldsymbol{\eta}=\left[\boldsymbol{\rho}_{0}, \boldsymbol{\eta}_{0}, \chi_{0}\right]^{\mathrm{T}}$.

The invariants $I=I\left(\boldsymbol{\rho}, \boldsymbol{\eta}_{0}\right)$ of model (4.1), independent of the parameters $t, \boldsymbol{\rho}_{0}$, and $\chi_{0}$, are found by solving the linear partial differential equation

$$
\begin{equation*}
X I\left(\boldsymbol{\rho}, \boldsymbol{\eta}_{0}\right)=\phi_{x} \frac{\partial I}{\partial x}+\phi_{y} \frac{\partial I}{\partial y}+\phi_{z} \frac{\partial I}{\partial z}=0 \tag{4.2}
\end{equation*}
$$

where $X=\phi_{x} \partial / \partial x+\phi_{y} \partial / \partial y+\phi_{z} \partial / \partial z$ denotes the infinitesimal CGLT operator. Its coordinates are given by $\phi_{x}=\partial f_{x} / \partial a, \phi_{y}=\partial f_{y} / \partial a$, and $\phi_{z}=\partial f_{z} / \partial a$ at the point $a=a_{0}$.

In view of (4.2), an extended operator and the corresponding partial differential equation are constructed to find invariants considering the temporal nature of motion along the trajectory (4.1) and various derivatives of the vector $\boldsymbol{\rho}$; for details, see $[8,11,31-34]$.

This method will be demonstrated on an example of a shift group. Let

$$
T_{a=t}: \boldsymbol{\rho}^{\prime}=\boldsymbol{\rho}+\boldsymbol{\eta}_{0} t \forall a=t \in \Delta_{a}=[0, T] \subset R^{1},
$$

where $\boldsymbol{\eta}_{0}=\mathbf{V}_{0}=\left[V_{x 0}, V_{y 0}, V_{z 0}\right]^{\mathrm{T}}$ is the velocity vector of an object moving straight and uniformly. In this case, we have $\phi_{x}=V_{x 0}, \phi_{y}=V_{y 0}, \phi_{z}=V_{z 0}$, and two independent invariants, $I_{[1]}=x V_{y 0}-$ $y V_{x 0}=x y^{(1)}-y x^{(1)}$ and $I_{[2]}=x V_{z 0} z V_{x 0}=x z^{(1)}-z x^{(1)}$. In addition, due to (3.1), $\gamma_{[[1]}(t)=\gamma_{I[1]}=$ $\left[x^{(1)}, y^{(1)}\right]^{\mathrm{T}}$ and $\gamma_{[[2]}(t)=\gamma_{[[2]}=\left[x^{(1)}, z^{(1)}\right]^{\mathrm{T}}$. Using (3.2) and straightforward but cumbersome transformations, we obtain

$$
\begin{gathered}
Q_{[1]}\left(t, \boldsymbol{\varsigma}(t), \boldsymbol{\gamma}_{Q[1]}(t)\right)=r^{2} \lambda^{(1)} \cos ^{2} \varphi, \\
Q_{[2]}\left(t, \boldsymbol{\varsigma}(t), \boldsymbol{\gamma}_{Q[2]}(t)\right)=r^{2}\left(\varphi^{(1)} \cos \lambda+\lambda^{(1)} \sin \lambda \sin \varphi \cos \varphi\right),
\end{gathered}
$$

where

$$
\boldsymbol{\gamma}_{Q[1]}=\left[\varphi^{(1)}\right] \text { and } \boldsymbol{\gamma}_{Q[2]}=\left[\lambda^{(1)}, \varphi^{(1)}\right]^{\mathrm{T}}
$$

In view of (3.3) and (3.4), it follows that

$$
\begin{gathered}
W_{[1]}=2 r^{(1)} \lambda^{(1)}+r\left(\lambda^{(2)}-2 \lambda^{(1)} \varphi^{(1)} \tan \varphi\right) \\
W_{[2]}=2 r^{(1)} \varphi^{(1)}+r\left(\varphi^{(2)}+\left(\lambda^{(1)}\right)^{2} \sin \varphi \cos \varphi\right)
\end{gathered}
$$

where

$$
\boldsymbol{\gamma}_{W[1]}=\left[r^{(1)}, \lambda^{(1)}, \lambda^{(2)}, \varphi^{(1)}\right]^{\mathrm{T}} \text { and } \boldsymbol{\gamma}_{W[1]}=\left[r^{(1)}, \lambda^{(1)}, \varphi^{(1)}, \varphi^{(2)}\right]^{\mathrm{T}}
$$

Finally, concretizing (3.5) and (3.6) yields two independent formulas for the inclined range:

$$
\begin{align*}
& r[1]=\frac{2 r^{(1)} \lambda^{(1)} \cos \varphi}{2 \lambda^{(1)} \varphi^{(1)} \sin \varphi-\lambda^{(2)} \cos \varphi}  \tag{4.3}\\
& r[2]=-\frac{2 r^{(1)} \varphi^{(1)}}{\varphi^{(2)}+\left(\lambda^{(1)}\right)^{2} \sin \varphi \cos \varphi} \tag{4.4}
\end{align*}
$$

In the special cases $\varphi=\varphi^{(1)}=\varphi^{(2)}=0$ and $\lambda=\lambda^{(1)}=\lambda^{(2)}=0$, the expressions (4.3) and (4.4) directly imply the well-known ranging formulas

$$
r[1]=-2 r^{(1)} \lambda^{(1)} / \lambda^{(2)}, \quad r[2]=-2 r^{(1)} \varphi^{(1)} / \varphi^{(2)}
$$

(For example, see the differential-geometrical method [4].)
Other ranging formulas can be derived using three new invariants, $I_{[3]}=x^{(1)}=V_{x 0}, I_{[4]}=$ $y^{(1)}=V_{y 0}$, and $I_{[5]}=z^{(1)}=V_{z 0}$. They lead to the independent ranging formulas

$$
\begin{gather*}
r[3]=\frac{r^{(2)} \cos \varphi-2 r^{(1)} \varphi^{(1)} \sin \varphi}{\varphi^{(2)} \sin \varphi+\left[\left(\lambda^{(1)}\right)^{2}+\left(\varphi^{(1)}\right)^{2}\right] \cos \varphi}  \tag{4.5}\\
r[4]=\frac{r^{(2)} \sin \varphi+2 r^{(1)} \varphi^{(1)} \cos \varphi}{\left(\varphi^{(1)}\right)^{2} \sin \varphi-\varphi^{(2)} \cos \varphi}  \tag{4.6}\\
r[5]=\frac{r^{(2)}}{\left(\varphi^{(1)}\right)^{2}+\left(\lambda^{(1)}\right)^{2} \cos ^{2} \varphi} \tag{4.7}
\end{gather*}
$$

In contrast to [29], the set of formulas (4.3)-(4.7) is necessary and sufficient for constructing a parallel independent adaptive ranging algorithm, and the resulting relations are written in a compact (nonredundant) form.

Remark 1. There is no complete coincidence of the sets of measured parameters in all formulas (4.3)-(4.7). In view of (3.7)-(3.10), it is therefore possible to organize five independent channels for range calculation and adaptation to variable observation conditions.

Remark 2. The longitude $\lambda$ is not explicitly included in any of the formulas; hence, the constant systematic errors in the measurements of the coordinate $\lambda$ can be effectively dealt with. The latitude $\varphi$ explicitly figures in all the formulas.

Remark 3. For more complex motion models with general CGLT, all possible invariants corresponding to the trajectory and the object's motion law along this trajectory, as well as independent expressions for determining the inclined range, can be found similar to the shift group.

Remark 4. For a maneuvering object, it is necessary to use a compound model based on an admissible set of a particular CGLT (e.g., shift, rotation, and stretching). An appropriate particular CGLT in some observation area is chosen by solving the identification problem with minimizing a decision function (e.g., the residual of the least squares method). Such an approach using the rotation group was considered in [31]; the object trajectory was approximated by pieces of circles of different radii.

If model (2.1) is some differential equation, then all possible invariants in the dynamic case can be found within the well-known theory of group analysis [34-36]. In practice, however, it often suffices to use particular invariants of motion, i.e., the so-called first integrals of the differential equation. We will demonstrate this approach on an example of circular orbital motion: $\mathbf{G}(t, \boldsymbol{\rho}, \boldsymbol{\eta})=\boldsymbol{\rho}^{(2)}+\eta_{0} R_{0}^{-3} \boldsymbol{\rho}=0$, where $\boldsymbol{\eta}=\left[R_{0}, \eta_{0}\right]^{\mathrm{T}}$ and $R_{0}$ and $\eta_{0}$ are the radius and gravitational parameter of the Earth, respectively. As is well known, the invariants (first integrals) of this motion are $I_{[1]}=x y^{(1)}-y x^{(1)}$ and $I_{[2]}=x z^{(1)}-z x^{(1)}$, identical in form to the shift group invariants discussed above. However, the derivatives $x^{(1)}, y^{(1)}$, and $z^{(1)}$ here are not constants and the invariants $I_{[3]}=x^{(1)}=V_{x 0}, I_{[4]}=y^{(1)}=V_{y 0}$, and $I_{[5]}=z^{(1)}=V_{z 0}$ used previously become inapplicable. With this fact in mind, we accept only the expressions (4.3) and (4.4) as ranging formulas in the dynamic case.

Remark 5. The single-position indirect method developed in this paper can be generalized to the class of stochastic models, for which the application of classical invariants is often very limited. At the same time, it is possible to use the so-called $\varepsilon$-invariants [37]. Within this approach, the invariance condition holds approximately (with accuracy up to $\varepsilon$ ), and the coordinate determination problem can be solved approximately as well.

## 5. CONSIDERATION OF FLUCTUATING MEASUREMENT ERRORS

We take an example of the shift group and the condition $\varphi=\varphi^{(1)}=\varphi^{(2)}=0$ to demonstrate the implementation of the algorithm (3.7), (3.8). Clearly, in this particular case, the entire set of formulas (4.3)-(4.7) reduces to the two informative ones:

$$
r[1]=-2 r^{(1)} \lambda^{(1)} / \lambda^{(2)}, \quad r[2]=-r^{(2)} /\left(\lambda^{(1)}\right)^{2} .
$$

Accordingly, we have two vectors of measured parameters: $\mathbf{Z}_{[1]}=\left[r^{(1)}, \lambda^{(1)}, \lambda^{(2)}\right]^{\mathrm{T}}$ and $\mathbf{Z}_{[2]}=$ $\left[r^{(2)}, \lambda^{(1)}\right]^{\mathrm{T}}$. Let the matrices $\mathbf{K}_{\mathbf{Z}[1]}$ and $\mathbf{K}_{\mathbf{Z}[2]}$ be diagonal, i.e.,

$$
\mathbf{K}_{\mathbf{Z}[1]}=\operatorname{diag}\left[\sigma_{r^{(1)}}^{2}, \sigma_{\lambda(1)}^{2}, \sigma_{\lambda(2)}^{2}\right] \text { and } \mathbf{K}_{\mathbf{Z}[2]}=\operatorname{diag}\left[\sigma_{r(2)}^{2}, \sigma_{\lambda(1)}^{2}\right] .
$$

(With this supposition, the presentation below will be less cumbersome.) Due to $x=r \cos \lambda$, $y=r \sin \lambda$, and (3.7), we find

$$
\begin{align*}
\sigma_{r[1]}^{2}=4\left(\lambda^{(2)}\right)^{-2} & \left\{\left(\lambda^{(1)}\right)^{2} \sigma_{r^{(1)}}^{2}+\left(r^{(1)}\right)^{2}\left[\sigma_{\lambda^{(1)}}^{2}+\left(\lambda^{(1)} / \lambda^{(2)}\right)^{2} \sigma_{\lambda^{(2)}}^{2}\right]\right\},  \tag{5.1}\\
\sigma_{r[2]}^{2} & =\left(\lambda^{(1)}\right)^{-4}\left[\sigma_{r^{(2)}}^{2}+4\left(r^{(2)}\right)^{2}\left(\lambda^{(1)}\right)^{-4} \sigma_{\lambda^{(1)}}^{2}\right] . \tag{5.2}
\end{align*}
$$

The priority is given to the ranging formula for which

$$
\begin{equation*}
l^{*}=\arg \min _{l} \sigma_{r[l]}^{2}, \quad l^{*} \in\{1,2\} . \tag{5.3}
\end{equation*}
$$

According to (5.1)-(5.3), the method involves derivatives up to the second order inclusive and can be effectively applied only on smoothed measurements. In addition, the class of high-speed objects is considered: the necessary increment of angular coordinates and radial velocity on a given observation interval must be provided [29].

## 6. AN AUTO-COMPENSATION ALGORITHM FOR SMOOTHING PRIMARY MEASUREMENTS

In view of (2.1)-(2.4), we consider an auto-compensation unbiased smoothing algorithm for the parameter $\mu \in\left\{r^{(1)}, \lambda, \varphi\right\}$ and its derivatives $\mu^{(q)}, q \in\{0,1,2\}$, at a point $t_{n}$ using the window $\left\{t_{n+i}, i=\overline{-m, m}\right\}$. Let us rest on the general approach to estimating the values of linear functionals; for details, see [38, 39].

Within this approach, the estimate $\mu^{(q) *}$ of $\mu^{(q)}$ has the form

$$
\begin{equation*}
\mu^{(q) *}=\mathbf{P}_{\mu q}^{\mathrm{T}} \mathbf{H}_{\mu} \tag{6.1}
\end{equation*}
$$

where $\mathbf{P}_{\mu q}=\left[p_{\mu q, n+i}, i=\overline{-m, m}\right]^{\mathrm{T}}$ is the vector of unknown weight coefficients assigned by minimizing the variance $\sigma_{\mu q}^{2}$ of the estimate $\mu^{(q) *}$.

This estimate belongs to the linear class; therefore,

$$
\begin{equation*}
\sigma_{\mu q}^{2}=\mathbf{P}_{\mu q}^{\mathrm{T}} \mathbf{K}_{\mu} \mathbf{P}_{\mu q} \tag{6.2}
\end{equation*}
$$

Furthermore, we require the unbiasedness conditions of the estimate $\left(\mu^{(q)}-\mathbf{P}_{\mu q}^{T} \boldsymbol{\mu}=0\right)$ and its invariance with respect to the singular error $\left(\mathbf{P}_{\mu q}^{\mathrm{T}} \mathbf{s}_{\mu}=0\right)$. The constrained optimization problem is solved using Lagrange's multiplier method with the decision function

$$
\begin{equation*}
J\left(\mathbf{P}_{\mu q}, \zeta_{\mu q}, \boldsymbol{\omega}_{\mu q}\right)=\mathbf{P}_{\mu q}^{\mathrm{T}} \mathbf{K}_{\mu} \mathbf{P}_{\mu q}+\zeta_{\mu q}^{\mathrm{T}} \Theta_{\mu}^{\mathrm{T}} \mathbf{P}_{\mu q}+\left[\left(\boldsymbol{\Psi}_{\mu}^{\mathrm{T}}\right)^{(q)}-\mathbf{P}_{\mu q}^{\mathrm{T}} \boldsymbol{\Psi}_{\mu}\right] \boldsymbol{\omega}_{\mu q}, \tag{6.3}
\end{equation*}
$$

where $\boldsymbol{\zeta}_{\mu q}$ and $\boldsymbol{\omega}_{\mu q}$ are the column vectors of the Lagrange multipliers, $\boldsymbol{\Theta}_{\mu}=\left[\theta_{\mu k}\left(t_{n+i}\right), i=\overline{-m, m}\right.$, $k=\overline{0, K}]$ is the basis matrix of the singular error, and $\boldsymbol{\Psi}_{\mu}=\left[\psi_{\mu b}\left(t_{n+i}\right), i=\overline{-m, m}, b=\overline{0, B}\right]$ is the basis matrix of the parameter $\mu=\mu(t)$.

The vector $\mathbf{P}_{\mu q}$ minimizing $\sigma_{\mu q}^{2}$ subject to the unbiasedness and invariance conditions has the form

$$
\begin{equation*}
\mathbf{P}_{\mu q}=\boldsymbol{\Lambda}_{\mu} \mathbf{K}_{\mu}^{-1} \boldsymbol{\Psi}_{\mu}\left(\boldsymbol{\Psi}_{\mu}^{\mathrm{T}} \boldsymbol{\Lambda}_{\mu} \mathbf{K}_{\mu}^{-1} \boldsymbol{\Psi}_{\mu}\right)^{-1} \boldsymbol{\Psi}_{\mu n}^{(q)} \tag{6.4}
\end{equation*}
$$

where $\boldsymbol{\Lambda}_{\mu}=E_{2 m+1}-\mathbf{K}_{\mu}^{-1} \Theta_{\mu}\left(\Theta_{\mu}^{\mathrm{T}} \mathbf{K}_{\mu}^{-1} \Theta_{\mu}\right)^{-1} \Theta_{\mu}^{\mathrm{T}}, E_{2 m+1}$ is an identity matrix of dimensions $(2 m+1) \times(2 m+1)$, and $\boldsymbol{\Psi}_{\mu n}^{(q)}=d^{q} \boldsymbol{\Psi}_{\mu}(t) /\left.d t^{q}\right|_{t=t_{n}}$.

The variance of the estimate $\mu^{(q) *}$ is given by

$$
\begin{equation*}
\sigma_{\mu q}^{2}=\left(\boldsymbol{\Psi}_{\mu n}^{(q)}\right)^{\mathrm{T}}\left[\left(\mathbf{K}_{\mu}^{-1} \boldsymbol{\Psi}_{\mu}\right)^{\mathrm{T}}\left(\boldsymbol{\Lambda}_{\mu}\right)^{\mathrm{T}} \boldsymbol{\Psi}_{\mu}\right]^{-1} \mathbf{H}_{\mu}\left(\boldsymbol{\Psi}_{\mu}^{\mathrm{T}} \boldsymbol{\Lambda}_{\mu} \mathbf{K}_{\mu}^{-1} \boldsymbol{\Psi}_{\mu}\right)^{-1} \boldsymbol{\Psi}_{\mu n}^{(q)}, \tag{6.5}
\end{equation*}
$$

where

$$
\mathbf{H}_{\mu}=\left(\mathbf{K}_{\mu}^{-1} \boldsymbol{\Psi}_{\mu}\right)^{\mathrm{T}}\left(\boldsymbol{\Lambda}_{\mu}\right)^{\mathrm{T}} \mathbf{K}_{\mu} \boldsymbol{\Lambda}_{\mu} \mathbf{K}_{\mu}^{-1} \boldsymbol{\Psi}_{\mu} .
$$

Clearly, the methodological error due to neglecting the tail of the series (2.4) has the mathematical expectation

$$
\begin{equation*}
\varepsilon_{\mu q}=\Delta_{\mu n}^{(q)}-\mathbf{P}_{\mu q}^{\mathrm{T}} \boldsymbol{\Delta}_{\mu n}, \tag{6.6}
\end{equation*}
$$

where $\Delta_{\mu}=\Delta_{\mu}(t)$ is the series tail and $\Delta_{\mu n}^{(q)}$ denotes its $q$ th derivative at the point $t=t_{n}, \boldsymbol{\Delta}_{\mu n}=$ $\left[\Delta_{\mu}\left(t_{n+i}\right), i=\overline{-m, m}\right]^{\mathrm{T}}$.

According to [38, p. 62], with increasing the number of spectral coefficients in the singular error model (2.3), the algorithm (6.1)-(6.6) reduces computational cost by $47 \%$ compared to the traditional extended least-squares method. As a result, the smoothing problem is solved faster.

Considering (6.1)-(6.6), we can construct the desired estimates of the object motion parameters invariant to singular measurement errors. For example, formulas (4.3) and (4.4) yield the following robust estimates of the inclined range for two invariants:

$$
\begin{gather*}
r[1]=\frac{2\left(\mathbf{P}_{r 1}^{\mathrm{T}} \mathbf{H}_{r}\right)\left(\mathbf{P}_{\lambda 1}^{\mathrm{T}} \mathbf{H}_{\lambda}\right) \cos \left(\mathbf{P}_{\varphi 0}^{\mathrm{T}} \mathbf{H}_{\varphi}\right)}{2\left(\mathbf{P}_{\lambda 1}^{\mathrm{T}} \mathbf{H}_{\lambda}\right)\left(\mathbf{P}_{\varphi 1}^{\mathrm{T}} \mathbf{H}_{\varphi}\right) \sin \left(\mathbf{P}_{\varphi 0}^{\mathrm{T}} \mathbf{H}_{\varphi}\right)-\left(\mathbf{P}_{\lambda 2}^{\mathrm{T}} \mathbf{H}_{\lambda}\right) \cos \left(P_{\varphi 0}^{\mathrm{T}} \mathbf{H}_{\varphi}\right)},  \tag{6.7}\\
r[2]=-\frac{2\left(\mathbf{P}_{r 1}^{\mathrm{T}} \mathbf{H}_{r}\right)\left(\mathbf{P}_{\varphi 1}^{\mathrm{T}} \mathbf{H}_{\varphi}\right)}{\left(P_{\varphi 2}^{\mathrm{T}} \mathbf{H}_{\varphi}\right)+\left(\mathbf{P}_{\lambda 1}^{\mathrm{T}} \mathbf{H}_{\lambda}\right)^{2} \sin \left(\mathbf{P}_{\varphi 0}^{\mathrm{T}} \mathbf{H}_{\varphi}\right) \cos \left(\mathbf{P}_{\varphi 0}^{\mathrm{T}} \mathbf{H}_{\varphi}\right)} . \tag{6.8}
\end{gather*}
$$

The ranges for the variants (4.5)-(4.7) and the Cartesian coordinates (3.9) of the observed object are determined by analogy with (6.7) and (6.8).

According to the results of computational experiments [38, 39], the auto-compensation smoothing algorithm demonstrates high effectiveness in anomalous measurement conditions. Hence, it is possible to form stable estimates of the derivatives of the radial velocity and angular coordinates necessary for the successful application of the single-position indirect coordinate determination method. Simulation results for the adaptive algorithm (3.7), (3.8) in the case of rectilinear uniform object motion were presented in [29]. They show that the method is applicable to high-precision measurements, while the reliability of coordinate determination significantly depends on the object's dynamics and observation conditions.

## 7. CONCLUSIONS

The method developed above considerably expands the scope of quasi-optimal indirect fast estimation methods robust to singular measurement errors and observation conditions of highspeed objects for their single-position coordinate determination. This method can be effectively used as a tool for intelligent and analytical improvement of the existing and next-generation singleposition systems of active and passive location and navigation, independently or in combination with traditional statistical methods (e.g., least squares, maximum likelihood, maximum posterior probability density, and dynamic filtering).

The method has limitations on the classes of single-position systems in terms of measurement accuracy, observation conditions, and the types of objects to be tracked.

## REFERENCES

1. Osnovy manevrirovaniya korablei (Fundamentals of Ship Maneuvering), Skvortsov, M., Ed., Moscow: Voenizdat, 1966.
2. Brandin, V.N. and Razorenov, G.N., Opredelenie traektorii kosmicheskikh apparatov (Determination of Spacecraft trajectories), Moscow: Mashinostroenie, 1978.
3. Shebshaevich, V.S., Vvedenie v teoriyu kosmicheskoi navigatsii (Introduction to the Theory of Space Navigation), Moscow: Sovetskoe Radio, 1971.
4. Gromov, G.N., Differentsial'no-geometricheskii metod navigatsii (The Differential-Geometric Method of Navigation), Moscow: Radio i Svyaz', 1986.
5. Khvoshch, V.A., Taktika podvodnykh lodok (Tactics of Submarines), Moscow: Voenizdat, 1989.
6. Solov'ev, Yu.A., Sputnikovaya navigatsiya i ee prilozheniya (Satellite Navigation and Its Applications), Moscow: Ekotrends, 2003.
7. Mel'nikov, Yu.P. and Popov, S.V., Radiotekhnicheskaya razvedka (Radio Intelligence), Moscow: Radiotekhnika, 2008.
8. Bulychev, Yu.G. and Manin, A.P., Matematicheskie aspekty opredeleniya dvizheniya letatel'nykh apparatov (Mathematical Aspects of Determining the Motion of Aircraft), Moscow: Mashinostroenie, 2000.
9. Yarlykov, M.S., Statisticheskaya teoriya radionavigatsii (Statistical Theory of Radio Navigation), Moscow: Radio i Svyaz', 1985.
10. Sosulin, Yu.G., Kostrov, V.V., and Parshin, Yu.N., Otsenochno-korrelyatsionnaya obrabotka signalov $i$ kompensatsiya pomekh (Evaluation and Correlation Signal Processing and Interference Compensation), Moscow: Radiotekhnika, 2014.
11. Bulychev, Yu.G., Vasil'ev, V.V., Dzhugan, R.V., et al., Informatsionno-izmeritel'noe obespechenie naturnykh ispytanii slozhnykh tekhnicheskikh kompleksov (Information and Measurement Support for Live Testing of Complex Technical Systems), Manin, A.P. and Vasil'ev, V.V., Eds., Moscow: Mashino-stroenie-Polet, 2016.
12. Gel'tser, A.A, A Single-Position Method for Determining the Location of a Radio Emission Source Using Signal Reflections from a Variety of Relief Elements and Local Objects, Extended Abstract of Cand. Sci. (Eng.) Dissertation, Tomsk State University of Control Systems and Radioelectronics, 2012.
13. Sirenko, I.L., Donets, I.V., Reisenkind, Ya.A., et al., Single-Position Determination of Coordinates and Velocity Vector of Radio-Emitting Objects, Radiotekhnika, 2019, no. 10 (16), pp. 28-32.
14. Bulychev, Yu.G., Bulychev, V.Yu., Ivakina, S.S., and Nicholas, P.I, Estimation of the Inclined Range to the Target with the Polynomial Law of Motion, Vestn. Kazan. Gos. Univ., 2013, no. 1, pp. 67-74.
15. Bulychev, V.Y., Bulychev, Y.G., Ivakina, S.S., et al., Estimation of Parameters of Object Motion Based on Stationary Quasi-autonomous Direction Finder, J. Comput. Syst. Sci. Int., 2013, vol. 52, no. 5, pp. 811-818.
16. Bulychev, Yu.G., Bulychev, V.Yu., Ivakina, S.S., and Nasenkov, I.G., Passive Location of a Group of Moving Targets with One Stationary Bearing with Prior Information, Autom. Remote Control, 2017, vol. 78, no. 1, pp. 125-137.
17. Lin, X., Kirubarajan, T., Bar-Shalom, Y., and Maskell, S., Comparison of EKF, Pseudomeasurement and Particle Filters for a Bearing-only Target Tracking Problem, Proc. SPIE-Int. Soc. Optic. Eng., 2002, vol. 4728, pp. 240-250.
18. Miller, B.M., Stepanyan, K.V., Miller, A.B., Andreev, K.V., and Khoroshenkikh, S.N., Optimal Filter Selection for UAV Trajectory Control Problems, Proc. ${ }^{7} 7$ th Conference on Inform. Techn. Syst., September 1-6, 2013, Kaliningrad, pp. 327-333.
19. Miller, B.M. and Miller, A.B., Tracking of the UAV Trajectory on the Basis of Bearing-only Observations, Sensors, 2015, no. 15 (12), pp. 29802-29820. https://doi.org/10.3390/s151229768
20. Amelin, K.S. and Miller, A.B., An Algorithm for Refinement of the Position of a Light UAV on the Basis of Kalman Filtering of Bearing Measurements, Commun. Technol. Electron., 2014, vol. 59, no. 6, pp. 622-631.
21. Karpenko, S., Konovalenko, I., Miller, A., Miller, B., and Nikolaev, D., UAV Control on the Basis of 3D Landmark Bearing-Only Observations, Sensors, 2015, no. 15 (12), pp. 29802-29820. https://doi.org/ 10.3390/s151229768
22. Karpenko, S., Konovalenko, I., Miller, A., Miller, B., and Nikolaev, D., Visual Navigation of the UAVs on the Basis of 3D Natural Landmarks, Proc. SPIE. 8th Int. Conf. Machine Vision (ICMV 2015), 2015, vol. 9875, pp. 1-10. https://doi.org/10.111712.2228793
23. Bar-Shalom, Ya., Willet, P.K., and Tian, X., Tracking and Data Fusion: A Handbook of Algorithms, YBS Publishing, 2011. ISBN-13: 978-0964831278.
24. Ried, D., An Algorithm for Tracking Multiple Targets, IEEE Transact. Autom. Control, 1979, vol. 24, no. 6, pp. 843-854.
25. Nardone, S.C. and Aidala, V.J., Observability Criteria for Bearings-Only Target Motion Analysis, IEEE Transact. Aerospac. Electron. Syst., 1981, vol. AES-17, pp. 162-166.
26. Murty, K.G., An Algorithm for Ranking All the Assignments in Order of Increasing Cost, Oper. Res., 1968, vol. 16, no. 3, pp. 682-687.
27. Bulychev, Y.G. and Mozol', A.A., Single-Position Passive Location and Navigation with Allowance for the Evolution of the Radio Signal Period at the Reception Point, J. Commun. Technol. Electron., 2021, vol. 66, no. 5, pp. 591-598.
28. Dyatlov, A.P. and Dyatlov, P.A., Doppler Detectors of Moving Objects Using an "Extraneous" Radiation Source, Spets. Tekhnika, 2010, no. 5, pp. 16-22.
29. Bulychev, Yu.G., Korotun, A.A., and Manin, A.P., Filtering of Trajectory Parameters in the AngularDoppler Location Systems, Radiotekhnika, 1990, no. 12, pp. 22-26.
30. Zhdanyuk, B.F., Osnovy statisticheskoi obrabotki traektornykh izmerenii (Foundations of Statistical Processing of Trajectory Measurements), Moscow: Sovetskoe Radio, 1978.
31. Shloma, A.M., Frolov, S.M., and Preobrazhenskii, L.A., Adaptive Parametric Filtering of Curvilinear Trajectories, Izv. VUZ. Radioelectronics, 1986, no. 12, pp. 56-60.
32. Bulychev, Yu.G. and Eliseev, A.V., Rigidity Problems of Equations of Approximate Nonlinear Filtering, Autom. Remote Control, 1999, vol. 60, no. 1, pp. 35-45.
33. Bulychev, V.Y., Bulychev, Y.G., Ivakina, S.S., et al., Classification of Passive Location Invariants and Their Use, J. Comput. Syst. Sci. Int., 2015, vol. 54, no. 6, pp. 905-915.
34. Miller, W., Symmetry and Separation of Variables, Reading, Massachusetts: Addison-Wesley, 1977.
35. Ovsyannikov, L.V., Gruppovoi analiz differentsial'nykh uravnenii (Group Analysis of Differential Equations), Moscow: Nauka, 1978.
36. Pavlovskii, Yu.N., Aggregation, Decomposition, Group Properties, and Decomposition Structures of Dynamic Systems, Kibern. Vychisl. Tekhnika, 1978, no. 39, pp. 53-62.
37. Bulychev, Y.G. and Burlai, I.V., A System Approach to Modeling Stochastic Objects with Invariants, Autom. Remote Control, 2001, vol. 62, no. 12, pp. 1939-1946.
38. Bulychev, Yu.G. and Eliseev, A.V., Computational Scheme for Invariantly Unbiased Estimation of Linear Operators in a Given Class, Comput. Math. Math. Phys., 2008, vol. 48, no. 4, pp. 549-560.
39. Bulychev, Y.G., Application of Supporting Integral Curves and Generalized Invariant Unbiased Estimation for the Study of a Multidimensional Dynamical System, Comput. Math. and Math. Phys., 2020, vol. 60, no. 7, pp. 1116-1133.

This paper was recommended for publication by O.A. Stepanov, a member of the Editorial Board

